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Optimization problems are pervasive in
sectors from manufacturing and
distribution to healthcare. However, most
such problems are still solved heuristically
by hand rather than optimally by state-of-
the-art solvers, as the expertise required to
formulate and solve these problems limits
the widespread adoption of optimization
tools and techniques. As a glimpse of the
future, this talk will introduce OptiMUS, a
Large Language Model (LLM)-based agent
designed to formulate and solve MILP
problems from natural language
descriptions. OptiMUS can develop
mathematical models, write and debug
solver code, develop tests, and check the
validity of generated solutions.
Experimentally, OptiMUS correctly solves
more than 80% of benchmark problems,
more than twice as many as a basic LLM
prompting strategy. More broadly, we
discuss the potential for LLMs in domains
where accuracy and fidelity to real-world
data is critical and strategies to augment
and safeguard their performance.
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